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Changelog IHPC v2018

All of Gardar removed

46 new nodes added

Support staff down to 1

New support mail queue
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In operation

Garpur #1

Since 2015
24/32 cores per node
44 nodes + 3 GPU nodes
128/256GB memory per node
2x Tesla M2090 in each GPU
node

Garpur #2

Added late 2017
32 cores per node
192GB DDR4
interconnect: 50Gb/s
Omnipath

Jötunn

Since 2016
24 cores per node
4 nodes
128GB memory per node
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In operation

Name Garpur Garpur #2 Jötunn Total

Year 2015 2017 2016
Nodes 44 46 4 94

TFLOPS 37 98 4 139
kW 17.1 16.6 2 35.7

136 Garpur users

47 unique users connected since june 1st

73 Jötunn users
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Cluster usage by groups
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Cluster Software

Garpur

OpenHPC

OS: Centos 7

GCC & Intel compilers

OpenMPI, IntelMPI, MPICH

Python, R, Matlab

VASP, GROMACS, PISM
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Application Process

Are you

studying/working at an Icelandic University/Academic Institution?

Doing a project supported by RANNIS?

→ then send an email to support-hpc@hi.is
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What do I get with an account?

SSH login

Disk space

Home partition: 100GB +
Work partition: Unlimited1

Jotunn disk space is more limited

Unlimited CPU hours1

Support from us1

1Within resonable limits
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Communication

Account requests

support-hpc@hi.is

Software requests

ihpc@hi.is
Request site is public

News

ihpc@listar.hi.is

Chat

ihpcgroup.slack.com
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Cluster workflow

You should have recieved your login credentials by email.

1 Connect with ssh

ssh mani@jotunn.rhi.hi.is

2 Check cluster status

sinfo
squeue

3 Load modules or compile program on login node

module avail
module load . . .

4 Create job file
5 Submit job to queue

sbatch myjob.sh

6 Check results

Use slurm directives to send email when job completes
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Modules

Software on the cluster is provided in modules.

Anything missing?
Anything outdated?
Send an email to ihcp@hi.is
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Slurm Partitions

name Time limit nodecount comment

short 4 hours 82 Default, limited to 1 node
normal 15 days 36

long 30 days 36
omnip 15 days 46
himem 15 days 5 256GB memory nodes

himem-bigdisk 15 days 3 256GB memory and bigger disk
gpu 15 days 3 GPU Nodes

or use sinfo command
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Interactive job
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Job Scheduler

Typical slurm job workflow:

1 Decide how many nodes you need and on which partition (himem,
default, gpu)

2 Create bash script with slurm directives

#SBATCH -J jobname
#SBATCH -N 2
#SBATCH –ntasks-per-node=2
#SBATCH –mail-user mani@hi.is
#SBATCH –mail-type=END
#SBATCH –array=0-15

3 Submit to queue

sbatch myjob.sh

Further examples available on our website http://ihpc.is
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http://ihpc.is


Rules of thumb

1 Be respectful of others. Don’t submit 10 jobs requiring 1 node each
at once.

2 Allocate your job to 1 core, half a node or the whole node.

3 Tidy up unused disk space

4 Keep in mind resources other than CPU cores (e. g. memory)

5 If you know how long your job will run for, allocate only the needed
walltime
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System status

Check the status of the queue with
squeue

or
squeue -u mani

We also have a website with the system status http://ihpc.is
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Reporting examples
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Support

Any questions?
Send them to support-hpc@hi.is
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